
Journal of Experimental Social Psychology 104 (2023) 104404

Available online 7 September 2022
0022-1031/© 2022 Elsevier Inc. All rights reserved.

Counterfactual thinking as a prebunking strategy to contrast 
misinformation on COVID-19☆ 

Mauro Bertolotti *, Patrizia Catellani 
Department of Psychology, Catholic University of Milan, Italy   

A R T I C L E  I N F O   

Keywords: 
Misinformation 
Fake news 
Counterfactual thinking 
Prebunking 
Conspiracy mentality 

A B S T R A C T   

Given the complexity of contrasting the spread of fake news and conspiracy theories, past research has started 
investigating some novel pre-emptive strategies, such as inoculation and prebunking. In the present research, we 
tested whether counterfactual thinking can be employed as a prebunking strategy to prompt critical consider
ation of fake news spread online. In two experiments, we asked participants to read or generate counterfactuals 
on the research and development of COVID-19 treatments, and then to evaluate the veridicality and plausibility 
of a fake news headline related to the topic. Participants’ conspiracy mentality was also measured. Among 
participants with higher levels of conspiracy mentality, those exposed to counterfactual prebunking rated the 
fake news headline less plausible than those in the control condition (Study 1) and those exposed to another type 
of prebunking, that is, forewarning of the existence of misinformation (Study 2). The counterfactual prebunking 
strategy also induced less reactance than forewarning. Discussion focuses on the development of new strategies 
to prevent the spread of misinformation, and the conditions under which these strategies may be successful.   

Recent research on the spread of misinformation has identified 
several psychosocial factors that make individuals more likely to believe 
in fake news (Bronstein, Pennycook, Bear, Rand, & Cannon, 2019; 
Pennycook & Rand, 2020; Tappin, Van Der Leer, & McKay, 2017; Van 
Prooijen, 2019). Furthermore, some studies have highlighted a con
cerning tendency to persist in one’s belief in fake news even after new 
information and factual evidence of their falsehood is provided (Nyhan 
& Reifler, 2010; Walter & Tukachinsky, 2020), as certain individuals 
actively counter-argue corrections, or rationalize the inconsistencies 
between facts and their beliefs. 

One of the processes involved in the persistence of belief in misin
formation is counterfactual thinking (Roese, 1997), which allows in
dividuals to uphold factually incorrect beliefs by mentally simulating 
the conditions under which those false facts could have been true (Effron, 
2018). By using this strategy, believers of conspiracy theories and fake 
news can effectively insulate their beliefs from reality, uphold their 
opinions, and even justify subsequent behaviours, such as spreading 
them to other people. 

In this paper, for the first time we propose that counterfactual 
thinking may also function as a pre-emptive strategy to make individuals 
more cautious of appealing but ultimately dubious news they may 

encounter. A counterfactual-based prebunking intervention may induce 
individuals to critically assess information regardless of its veridicality 
status, thus contemplating the content of fake news merely as a possible 
alternative to reality. We also expect this type of strategy to be perceived 
as less blunt and confrontational than other prebunking strategies, such 
as directly forewarning individuals of the existence of misinformation, 
thus reducing psychological reactance (Brehm & Brehm, 2013) and 
increasing its likelihood to succeed (Catellani & Bertolotti, 2014). 

We ran two experimental studies, in which we asked participants to 
engage (or not) in counterfactual thinking before exposing them to a 
headline containing a piece of fake news regarding the COVID-19 
pandemic. In both studies, we investigated participants’ conspiracy 
mentality as a potential moderator of the effect of the counterfactual 
priming. 

1. Prebunking strategies to correct misinformation and 
conspiracy theories 

The most frequently used strategy to counter misinformation is to 
“debunk” it through fact-checking, rebuttals, or counterarguments (see 
Chan, Jones, Hall Jamieson, & Albarracín, 2017, for a meta-analysis). 
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Despite its seemingly straightforward application, the debunking 
approach has some drawbacks limiting its real-world effectiveness 
(Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 2012; Swire-Thomp
son, DeGutis, & Lazer, 2020; Wood & Porter, 2019). Recent research has 
thus explored the idea of dealing with misinformation pre-emptively, 
rather than correcting it afterwards (Compton, 2013; Jolley & Doug
las, 2017). This strategy, aptly named “prebunking”, attempts to antic
ipate misinformation by making potential targets aware of its existence, 
and providing them the necessary knowledge to recognize and coun
terargue it (Banas & Miller, 2013; Jolley & Douglas, 2017). Such 
approach is based on classic research on the so-called inoculation theory 
(McGuire, 1970; McGuire & Papageorgis, 1961), which proposed the 
idea of exposing individuals to a weakened and controlled version of a 
persuasive argument to prepare them for future exposure to full-blown 
persuasive attempts, in the same way as a vaccine shot trains the im
mune system to recognize and combat future pathogens. 

Recent research has proposed an “active” approach to prebunking, 
where individuals are not only made aware of misinformation before 
being exposed to it, but actively engage in reading and evaluating 
misinformation content, familiarizing with its format, style, and 
persuasive potential through interactive online games (Bad News, Roo
zenbeek & Van der Linden, 2019; Go Viral!, Basol et al., 2021). The 
findings of these studies indicate that active prebunking improves par
ticipants’ ability and confidence in identifying fake news. 

Prebunking strategies can be effective in correcting misinformation, 
but some relevant limitations remain. Although they provide the 
necessary awareness and skill to detect misinformation, we have so far 
little evidence (Lewandowsky & Van Der Linden, 2021) that the cogni
tive resources acquired through prebunking are effectively activated 
when individuals are exposed to fake news in their actual informational 
environment (Lee & Chyi, 2014). To overcome this limitation, it may be 
useful to leverage on the same processes that individuals spontaneously 
engage in relation with misinformation. In our research, we focused on 
counterfactual thinking as a potential strategy of this type. 

2. Counterfactual thinking: A support to falsehoods or a 
prebunking strategy? 

Counterfactual thinking (Roese, 1997) is a form of mental simulation 
in which a fact or event is undone or mutated by hypothetically 
changing its antecedents, to obtain a different, usually more desirable, 
outcome. As far as we know, counterfactual thinking has never been 
investigated as a debunking or prebunking strategy, but, on the con
trary, it has been studied as a process involved in individuals’ motivated 
reasoning aimed at supporting belief in fake news and conspiracist 
narratives (Effron, 2018). In those studies, participants first read actual 
facts regarding political events and candidates, and then evaluated false 
statements that contradicted those facts. Results showed that partici
pants were more likely to consider such falsehoods plausible, and 
condone their diffusion, when they were also presented counterfactual 
messages stating that the falsehood could have been true. More precisely, 
participants who were exposed to counterfactual messages considered 
falsehood aligned with their political preferences more plausible, and 
thus closer to reality, than participants in the respective control condi
tions. Past research has also shown that engaging in mental simulation 
can provide individuals with a viable justification to defend unsup
ported claims (Shalvi, Dana, Handgraaf, & De Dreu, 2011). When con
fronted with the fact that something they believe is not true, people may 
resort to considering how it could have been true, or it could still become 
true in the future (Helgason & Effron, 2022) to maintain some degree of 
belief and avoid undergoing the cognitively and motivationally costly 
process of changing their mind. 

Assuming the Reflection and Evaluation Model of Comparative 
Thinking (Markman & McMullen, 2003, 2005) as a theoretical refer
ence, one may infer that the counterfactual prompts employed in the 
studies described above activated a counterfactual reflection mode in 

participants, that is, the a posteriori simulation of alternative outcomes 
to a known reality. This effectively allowed them to hang on to a 
desirable untruth (Petrocelli, Seta, & Seta, 2013). We hypothesized, 
conversely, that a prebunking strategy inducing counterfactual thinking 
a priori (i.e., before exposure to fake news) would prompt a counter
factual evaluation mode, that is a comparison between reality and 
simulated alternatives which induces individuals to engage in a flexible 
but careful consideration of reality and its potential alternatives (Effron, 
2018, p. 742). In our specific case, counterfactual thinking would 
prompt individuals to funnel misinformation into a “What if…” mental 
domain, and consider the possibility and plausibility of different sce
narios before coming to a conclusion on its veridicality (Byrne, 2002; De 
Brigard, Henne, & Stanley, 2021). This hypothesis is supported by the 
known association of counterfactuals with self-regulation and problem 
solving (Epstude & Roese, 2008; Roese & Epstude, 2017), as counter
factual thinking allows individuals to identify problematic aspects of a 
past situation and prepare adaptive responses to them in the future. 
Thus, counterfactual thinking promotes analytical thinking, which has 
been found to be negatively associated with the perceived accuracy of 
fake news in several studies (Bago, Rand, & Pennycook, 2020; Bronstein, 
et al., 2019; Swami, Voracek, Stieger, Tran, & Furnham, 2014; see 
Sindermann, Cooper, & Montag, 2020, for a review). The analytical and 
critical information processing style elicited by counterfactual thinking 
might therefore help individuals in assessing the claims contained in 
fake news and conspiracy theories, evaluating their internal consistency 
before committing to believing or rejecting them. 

In sum, compared to other prebunking strategies, which tend to focus 
the audience on their cognitive shortcomings, counterfactual thinking 
may have the advantage of mobilising individuals’ own cognitive abil
ities, activating a counterfactual evaluation mode, and promoting 
analytical thinking. This effect, however, might not be the same for all 
individuals. In the context of research on belief in fake news it is 
particularly important to understand how counterfactual thinking might 
affect individuals with a conspiracy mentality. 

3. Targeting individuals with a conspiracy mentality 

Past research has focused on conspiracy mentality (Bruder, Haffke, 
Neave, Nouripanah, & Imhoff, 2013) as a relevant individual dimension 
in the tendency to believe in misinformation. Conspiracy mentality is 
“the general propensity to subscribe to theories blaming a conspiracy of 
ill-intending individuals or groups for important societal phenomena” 
(Bruder et al., 2013, p. 2). Some studies have shown that individuals 
with a high conspiracy mentality are considerably more likely than 
average to believe in fake news disseminated online (Mancosu, Ladini, & 
Vassallo, 2021; Swami et al., 2017), and more likely to distrust institu
tional and mainstream media sources, thus making them less susceptible 
to communication telling them what to believe or not (as prebunking 
and debunking messages tend to do). 

Counterfactual thinking has been associated with conspiracist idea
tion (Galinsky, Liljenquist, Kray, & Roese, 2005; Moscovici, 2020) and 
some authors specifically identified conspiracist thinking as a form of 
biased counterfactual thinking (THUNCing, or Thinking in Unreflexive 
Counterfactuals, Lewandowsky, Lloyd, & Brophy, 2018; Lewandowsky 
et al., 2015). Therefore, individuals with a conspiracist mentality are 
usually motivated not to take information at face value, explore different 
accounts of events, and contemplate alternative explanations (other 
than the “official truth”, Uscinski, 2018). As such, a prebunking strategy 
precisely prompting individuals to think about multiple potential al
ternatives might be particularly suitable for those with a conspiracist 
mentality. 

Furthermore, as individuals with a conspiracy mentality tend to 
distrust mainstream media sources (Anthony & Moulding, 2019; Bode & 
Vraga, 2018; Imhoff & Bruder, 2014), they are also very likely to react 
negatively to attempts to correct their beliefs and explanations of events 
by such sources. This makes the typical debunking and prebunking 
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messages more likely to produce reactance among these people, rather 
than to change their mind (Ecker et al., 2022; Hornsey & Imani, 2004; 
Rabinovich & Morton, 2010). The hypothetical format of counterfactual 
thinking, however, makes it less blunt and injunctive than factual or 
direct messages (Catellani, Bertolotti, & Covelli, 2013; Fiedler & Mata, 
2013), and thus less likely to trigger reactance, as past research has 
shown in the context of contentious political exchanges (Bertolotti & 
Catellani, 2018; Catellani & Bertolotti, 2014), and judicial decision- 
making (Catellani, Bertolotti, Vagni, & Pajardi, 2021; Tal-Or, 
Boninger, Poran, & Gleicher, 2004; Wong, 2010). 

In sum, we expect individuals with a conspiracist mentality to be 
relatively more receptive to counterfactual-based interventions than 
other individuals, and less likely to “close out” from persuasive attempts 
presented in a counterfactual format than from those presented as direct 
messages. 

4. The present research 

In two studies, we investigated counterfactual thinking as a potential 
prebunking strategy by testing the effects of counterfactual thoughts on 
participants’ belief in fake news presented thereafter. The first study 
aimed at exploring the effects of two counterfactual interventions, 
whereas the second study aimed at confirming our initial findings and 
extending them through the comparison with an alternative prebunking 
approach. 

In Study 1, we asked participants to either read a counterfactual 
message or generate counterfactual thoughts regarding the development 
of pharmaceutical treatments for COVID-19, which has been the topic of 
intense misinformation since the beginning of the pandemic and during 
the vaccine rollouts in 2021. We then showed participants some head
lines and asked to evaluate them in terms of veridicality (i.e., whether 
they were real or fake news) and plausibility. In this initial study, we 
compared a prebunking intervention based on reading counterfactual 
statements with one based on reading and generating counterfactual 
thoughts. These two approaches differ in some relevant regards. First, in 
the amount of cognitive effort required to complete each task, as the 
generation of counterfactual thoughts entails additional time and 
involvement compared to simply reading a series of statements. Second, 
the counterfactuals used in the messages were essentially semantic 
counterfactuals (Revlin, Cate, & Rouss, 2001; Roese & Epstude, 2017), 
based on common knowledge on the issue of COVID-19 and related 
treatments, whereas self-generated counterfactual thoughts may have 
included also episodic counterfactuals (De Brigard, Addis, Ford, 
Schacter, & Giovanello, 2013), based on participants’ individual expe
rience with the issue. As we could not control the type and content of the 
counterfactuals generated by participants, we expected more heteroge
neous, and therefore weaker, effects in the counterfactual generation 
condition. 

In Study 2, we compared the exposure to a counterfactual message 
with another type of prebunking message, simply forewarning partici
pants of the existence of fake news on the topic under discussion. We 
also measured participants’ reaction to these two types of pre-emptive 
strategies. 

In both studies, we considered participants’ conspiracy mentality 
(Bruder et al., 2013) as a potential moderator of the effects of counter
factual prebunking strategies, given the greater tendency of individuals 
with a high conspiracy mentality to believe in fake news (Anthony & 
Moulding, 2019; Bode & Vraga, 2018), but also their disposition towards 
considering multiple alternative explanations for events (Lewandowsky 
et al., 2015), and their susceptibility to psychological reactance when 
approached with other types of correction (Ecker et al., 2022). 

In Study 1, which was mainly exploratory, we formulated the 
following research questions: 

Research Question 1. Are participants with high conspiracy men
tality exposed to a counterfactual message less likely to consider the 
headline plausible (RQ1a) and more likely to recognize it as fake 

(RQ1b), compared to when they are in a control condition? 
Research Question 2. Are participants with high conspiracy men

tality asked to generate counterfactual thoughts less likely to consider 
the headline plausible (RQ2a) and more likely to recognize it as fake 
(RQ2b), compared to those in a control condition? 

Research Question 3. Are the above differences reduced (or even 
annulled) for participants with low conspiracy mentality? 

We expected participants with high conspiracy mentality to partic
ularly benefit from counterfactual prebunking, as they are both more 
susceptible to the dubious claims contained in the headline (Pennycook 
& Rand, 2020; Ross, Rand, & Pennycook, 2021) and more inclined to 
process information in this peculiar way (Galinsky et al., 2005; Lew
andowsky et al., 2015). This effect, however, might be attenuated in the 
counterfactual generation condition, as participants may generate 
counterfactuals that are not aligned with the intended prebunking 
function (e.g., personally relevant episodic counterfactuals, or coun
terfactuals based on conspiracy theories). 

In Study 2, we sook confirmation of our findings comparing the ef
fects of counterfactual prebunking not only with a control condition but 
also with another form of prebunking message, that is, forewarning. We 
formulated the following hypotheses: 

Hypothesis 1. Participants with high conspiracy mentality exposed to 
a counterfactual message are less likely to consider the fake news 
headline plausible than the same type of participants exposed to a 
forewarning prebunking message, or in the control condition (H1a), 
whereas such differences are reduced (or even annulled) for participants 
with low conspiracy mentality (H1b). 

Hypothesis 2. Participants with high conspiracy mentality exposed to 
a counterfactual message are more likely to recognize the headline as 
fake than the same type of participants exposed to a forewarning pre
bunking message, or in the control condition (H2a), whereas such dif
ferences are reduced or even annulled for participants with low 
conspiracy mentality (H2b). 

In Study 2, we also aimed at assessing whether counterfactual pre
bunking would trigger less reactance than forewarning. We expected 
that this would be the case because a direct warning about the spread of 
fake news (as in the case of the forewarning message) is likely to trigger 
reactance, particularly among those who are inclined to believe in 
conspiracy theories. These individuals are motivated to endorse ideas 
that deviate from majority opinion (Imhoff & Erb, 2009; Imhoff & 
Lamberty, 2017), and might therefore react negatively to messages 
explicitly denouncing such ideas. A counterfactual message speculating 
on alternative realities, conversely, might appeal to these individuals, as 
it does not explicitly counter those beliefs (Fiedler & Mata, 2013), and it 
mimics the common rhetoric style used to propagate conspiracy theories 
(the “just asking questions” argument, Starbird et al., 2016). We there
fore formulated the following hypothesis: 

Hypothesis 3. Participants with a high conspiracy mentality exposed 
to a counterfactual message are less likely to express reactance to the 
message than those exposed to a forewarning prebunking message 
(H3a). Such difference is reduced or annulled among participants with 
low conspiracy mentality (H3b). 

If our expectations were corroborated, our results would show that 
counterfactual thinking may be employed as a novel prebunking strat
egy to contrast misinformation, particularly among individuals with a 
tendency to believe in conspiracy theories. 

5. Study 1 

In Study 1, we investigated two types of counterfactual prebunking 
strategies, namely the exposure to a counterfactual message related to 
the topic of the misinformation, and the generation of counterfactual 
thoughts by participants themselves. 
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We compared participants’ veridicality and plausibility judgements 
regarding the fake news headline with those made by participants in a 
control condition, neither reading nor generating counterfactual 
thoughts. Below, we report all data exclusions, manipulations, and 
measures in the study. 

5.1. Method 

5.1.1. Participants 
Participants were recruited online, after being contacted through 

direct contact or social media by Italian students. A total of 1117 people 
were contacted, and 952 participants (52.9% females, 45.6% males, age 
M = 39.9, SD = 16.4) completed the full questionnaire and were 
randomly assigned to either the counterfactual message condition (n =
331), the counterfactual generation condition (n = 294), or the control 
condition (n = 327). In the counterfactual generation condition, a small 
number of participants failed to generate a valid counterfactual thought. 
They either left the space blank, entered non-answers (e.g., “I don’t 
know”), or entered non-counterfactual thoughts (e.g., “I think the best 
possible result was achieved”, or “I don’t think better results could have 
been obtained”). These participants were excluded from subsequent 
analyses, reducing the final number of participants in the counterfactual 
generation condition to n = 263. Excluded participants did not differ 
from the others in terms of age, t(290) = 0.37, p = .713,1 gender, χ2(2, N 
= 294) = 0.621, p = .733, or education level, χ2(6, N = 294) = 1.338, p 
= .969. A sensitivity power analysis using GPower 3.1 (Faul, Erdfelder, 
Lang, & Buchner, 2007) was conducted for the interaction effect be
tween the experimental manipulation and participants’ conspiracy 
mentality, in a multiple regression with 5 total predictors (two dummy 
variables representing the experimental conditions, a continuous 
moderator, and two interaction terms). The analysis indicated that with 
a significance level of p = .05 (two-tailed), and a power of β = 0.80, the 
final sample size provided sufficient power to detect an effect with f2 =

0.008, corresponding to an R-squared value change of ΔR2 = 0.0079. 

5.1.2. Procedure 
In the two experimental conditions, participants were first invited to 

read a brief text on the current state of research on pharmaceutical 
treatments for COVID-19: 

“In recent months research on drugs to treat the symptoms of COVID-19 
has led to the development of several treatment protocols. Their current 
effectiveness and reliability, however, make it premature to speak of a real 
cure for this disease.” 

In the counterfactual message condition, the text was followed by a 
second part containing three separate upward counterfactual thoughts. 
The message was the following: 

“Many think that research in this area would have obtained better results, 
if only some things had gone differently. For example, some think that if 
pharmaceutical companies had allocated more money to research on drug 
therapies, today we would have more medicines available to treat the 
symptoms of COVID-19. Others think that if states had not directed all their 
efforts only to the development of vaccines, we would now also have tools to 
treat as well as prevent COVID-19.” 

In the counterfactual generation condition, the counterfactual mes
sage described above was followed by an additional prompt inviting 
participant to generate similar thoughts on the issue: 

“Now try to think yourself what could have gone differently by completing 
the following sentence. Research on drugs to treat COVID-19 would have had 
better results if…”. 

Participants were then presented with four illustrated headlines 
presenting news on the issue of COVID-19. They were told that each 

headline had a 50% chance of being true and a 50% chance of being 
fake. Whereas the first three headlines were only generically related to 
the issue and served as filler stimuli, the final one specifically regarded 
the topic discussed in the manipulation task, that is pharmaceutical 
treatments for COVID-19, as it read as follows: “From research on plants, 
a new molecule to treat COVID-19 symptoms” (Fig. 1). Participants then 
proceeded to a following page of the questionnaire, where they were 
told that the last headline reported a fake news and were asked some 
additional follow-up questions. 

5.1.3. Measures 

5.1.3.1. Headline prior knowledge. After reading each headline, partic
ipants were asked whether they had ever heard or seen that piece of 
news. The response options were “Yes”, “No”, or “Don’t know”. 

5.1.3.2. Headline veridicality. Participants were also asked whether 
they thought the headline was true or fake. The response options were 
again “Yes”, “No”, or “Don’t know”. 

5.1.3.3. Plausibility. After reading the target headline, participants 
were asked to indicate to what extent they thought it was reliable, 
verisimilar, and plausible, using a 7-point scale ranging from “Not at all” 
(1) to “Very” (7). The three item scores were averaged into a single 
plausibility index (Cronbach’s α = 0.920). 

5.1.3.4. Conspiracy mentality. In the following section of the question
naire, participants were asked their agreement with 5 statements, 
adapted from the conspiracy mentality scale (Bruder et al., 2013), using 
a scale from 1 (“Completely disagree”) to 7 (“Completely agree”). The 
item scores were later averaged into a single conspiracy mentality index 
(α = 0.815). As a preliminary check, we tested whether participants in 
the three experimental conditions differed in conspiracy mentality, 
finding no significant differences among the three groups, F(2, 949) =
0.93, p = .395. Means, standard deviations, and zero-order correlations 
among the main variables are reported in Table 1 (upper pane). 

5.1.3.5. Other variables. Participants’ basic sociodemographic charac
teristics were recorded, and are reported in the Supplementary Mate
rials. A few additional questions were included in the questionnaire for 
exploratory purposes. Measures of the ethicality of spreading fake news 
(Effron, 2018) and behavioural intentions towards online misinforma
tion content (Effron & Raj, 2020) are analysed in the Supplementary 
Materials. Other measures of individual and collective risk perception 
from the pandemic, political orientation, and populism were not used in 
the present study. 

5.2. Results and discussion 

5.2.1. Headline prior knowledge 
Most participants reported not having read the target fake headline 

before (87.1%), in similar proportions across the three experimental 
conditions, χ2(4, N = 915) = 4.52, p = .340. No significant differences 
were found for the other filler headlines either, χ2(4, N = 915) < 5.57, p 
> .234. 

5.2.2. Headline plausibility 
We then analysed participants’ plausibility judgements across the 

experimental conditions and different levels of conspiracy mentality. We 
ran a regression model using PROCESS (Hayes, 2018, Model 1), with the 
plausibility index score as the dependent variable and two dummy 
variables, representing the counterfactual message condition and the 
counterfactual generation condition as the main predictors. The con
spiracy mentality score was entered in the model as an additional pre
dictor, as well as the two interaction terms with the above-mentioned 

1 N = 5 participants did not report their age (n = 1 in the control condition, n 
= 2 in the counterfactual message condition, and n = 2 in the counterfactual 
generation condition). 
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dummy variables. The analysis showed no main effect of the counter
factual message condition, B = − 0.14, SE = 0.11; t(915) = 1.27, p =
.204, 95% CI [− 0.37; 0.08], nor of the counterfactual generation con
dition, B = − 0.02, SE = 0.12; t(915) = 0.19, p = .853, 95% CI [− 0.26; 
0.21], whereas a direct, positive effect of conspiracy mentality was 
found, B = 0.16, SE = 0.06; t(915) = 2.59, p = .010, 95% CI [0.04; 0.28], 
indicating that participants with higher conspiracy mentality regarded 
the headline as more plausible than participants with lower conspiracy 
mentality. We then found a significant interaction effect between the 
counterfactual message condition and conspiracy mentality, B = − 0.19, 
SE = 0.09; t(915) = 2.17, p = .031, 95% CI [− 0.36; − 0.02]. Inspecting 
conditional effects of the experimental conditions at high (+1 SD) and 
low (− 1 SD) levels of conspiracy mentality (Fig. 2), we found that among 
the former, exposure to a counterfactual message significantly reduced 
the headline plausibility as compared to the other two conditions, Bhigh 
= − 0.39, SE = 0.16; t(915) = 2.39, p = .017, 95% CI [− 0.72; − 0.07], 
whereas no significant difference was found among participants with 
lower levels of conspiracy mentality, Blow = 0.11, SE = 0.16; t(915) =

0.67, p = .503, 95% CI [− 0.21; 0.42]. A smaller and non-significant 
interaction effect was found also for the counterfactual generation 
condition, B = − 0.11, SE = 0.09; t(915) = 1.27, p = .204, 95% CI 
[− 0.29; 0.06], omnibus moderation effect ΔR2 = 0.005, p = .093. 

5.2.3. Headline veridicality 
Participants in the three experimental conditions did not differ in 

their evaluation of the target headline veridicality, with similar shares of 
participants recognizing it as fake (44.3% in the control condition, 
41.1% in the counterfactual message condition, and 41.1% in the 
counterfactual generation condition), a small proportion of them indi
cating it was true (14.7%, 11.5%, and 12.2%, respectively), and the rest 
indicating that they did not know (41.0%, 47.4%, and 46.8%, respec
tively), χ2(4, N = 915) = 3.76, p = .440. We ran a logistic regression 
model using PROCESS (Hayes, 2018, Model 1) to test whether the 
likelihood of recognizing the headline as fake was influenced by the 
interaction between the experimental condition and participants’ con
spiracy mentality. The dependent variable was recoded into a dichoto
mic variable, with the values of 1 attributed to participants who 
recognized the headline as fake, and 0 to those who reported it being 
true or did not know, respectively. The analysis showed no main effect of 
the counterfactual message, B = − 0.17, SE = 0.16; Z(915) = 1.06, p =
.290, 95% CI [− 0.48; 0.14], nor of the counterfactual generation con
ditions, B = 0.17, SE = 0.17; Z(915) = 0.99, p = .323, 95% CI [− 0.50; 
0.16], whereas a negative effect of conspiracy mentality only 
approached significance, B = − 0.16, SE = 0.09; Z(915) = 1.88, p = .060, 
95% CI [− 0.33; 0.01], indicating that participants with higher con
spiracy mentality were less likely to spot the fake headline than par
ticipants with lower conspiracy mentality. We then found a significant 
interaction effect between the counterfactual message condition and 
conspiracy mentality, B = 0.25, SE = 0.12; Z(915) = 2.08, p = .037, 95% 
CI [0.01; 0.49], mirroring our previous finding on plausibility, whereas 
no correspondent interaction effect emerged between the counterfactual 
generation condition and conspiracy mentality, B = 0.17, SE = 0.12; Z 
(915) = 1.34, p = .180, 95% CI [− 0.08; 0.41]. 

Fig. 1. Fake News Headline Stimuli Used in Studies 1 & 2 (English Translation of the Original Italian Text; Target Stimulus Highlighted).  

Table 1 
Descriptive statistics for the main variables (Studies 1 & 2).  

Study 1  

N M SD 1 2 

1. Headline Plausibility 915 3.08 1.45 – 0.055 
2. Conspiracy Mentality 915 4.06 1.34  –   

Study 2  

N M SD 1 2 3 

1. Headline Plausibility 494 3.58 1.23 – 0.121* 0.216** 
2. Conspiracy Mentality 494 3.59 1.26  – 0.319** 
3. Psychological Reactance a 330 2.73 1.23   – 

Notes: * p < .05; ** p < .001. 
a not measured in the control condition (N = 164). 
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5.3. Discussion 

Taken together, these findings provided evidence to answer our RQ1, 
as they showed that among participants with high conspiracy mentality 
the counterfactual message was successful in reducing the plausibility 
and veridicality attributed to the fake headline compared to the control 
condition. This was only partially true for counterfactual generation 
(RQ2), as the observed trend appeared to be weaker and nonsignificant. 
This might be the case because some participants evoked hypothetical 
alternatives to reality that were not functional to a critical scrutiny of the 
headlines they later read, as compared to the semantic counterfactuals 
provided in the counterfactual message condition. Finally, no such ef
fects emerged among participants with lower conspiracy mentality 
(RQ3). 

6. Study 2 

In Study 2, we followed up on the findings of Study 1 and compared 
counterfactual prebunking messages with a more standard prebunking 
approach (i.e., forewarning). We expected reduced headline plausibility 
and veridicality in the counterfactual prebunking condition than in the 
simple prebunking and control conditions, particularly in the case of 
participants with a high level of conspiracy mentality. Furthermore, we 
expected counterfactual communication to trigger overall less reactance 
than the forewarning approach. We report all data exclusions, manip
ulations, and measures in the study. 

6.1. Method 

6.1.1. Participants 
Participants were contacted through the Prolific online platform, 

where they were asked to participate in a study on “online sources of 
information”. Of the initial 498 participants, a total of 494 Italian- 
speaking participants (49.6% males, 49.0 females, age M = 28.5, SD 
= 9.6) completed the full questionnaire (with n = 2 participants drop
ping out after beginning in the control condition and n = 2 in the 
counterfactual message condition). No participants were excluded due 
to failure in completing the task. A sensitivity power analysis was con
ducted for the hypothesized (H1) interaction effect between the exper
imental manipulation and participants’ conspiracy mentality, with the 

same criteria used in Study 1. The analysis indicated that our sample size 
provided sufficient power to detect an effect with f2 = 0.016, corre
sponding to an R2 = 0.0157. No participants were excluded from the 
analyses in this study. 

6.1.2. Procedure 
The procedure was similar to the one employed in Study 1, with an 

initial brief text describing the current state of research on drug treat
ments for COVID-19. Then, participants in the counterfactual message 
condition read the same counterfactual statements presented in Study 1. 
This time, however, the message ended with an additional statement 
remarking that: “Naturally, these are just hypotheses on how things 
could have been”. Participants in the prebunking message condition 
read a message aimed at forewarning participants regarding the exis
tence of fake news on the issue of COVID-19 treatments. The message 
was the following: 

“A lot of fake news have been spread online on this topic. For example, 
some argue that we do not yet have medicines to treat the symptoms of 
COVID-19 because research on drug therapies has been neglected for eco
nomic interests. Others think that research has proceeded slowly because 
trials and authorization procedures have been hindered. These reports are 
based on inaccurate, incomplete or often completely invented elements.” 

In the control condition, participants directly proceeded to the next 
page after reading the initial text, without reading any additional 
message. 

Participants were then presented with the same headlines used in 
Study 1 and were asked some follow-up questions on the last headline 
containing a false claim on a drug treatment for COVID-19. 

6.1.3. Measures 

6.1.3.1. Headline prior knowledge and veridicality. As in Study 1, par
ticipants reported whether they had already seen each headline and 
whether they thought it was true or fake. 

6.1.3.2. Plausibility. After reading the last headline, participants were 
further asked to indicate to what extent they thought it was reliable, 
verisimilar, and plausible (Cronbach’s α = 0.881), using the same 7- 
point scale ranging used in Study 1. 

Fig. 2. Headline Plausibility as a Function of Experimental Condition and Participants’ Conspiracy Mentality (Study 1).  
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6.1.3.3. Conspiracy mentality. In the final section of the questionnaire, 
participants answered the same conspiracy mentality scale used in Study 
1 (α = 0.828). Participants did not differ in conspiracy mentality across 
the three experimental conditions, F(2, 491) = 1.97, p = .141. 

6.1.3.4. Reactance. In the counterfactual message and prebunking 
message conditions, participants first evaluated the initial message, with 
the following four items adapted from Shen and Dillard (2005): “The 
text I have just read… tried to constrain my freedom of thought, aimed 
at influencing my opinion, tried to manipulate me, tried to pressure me”. 
Responses were recorded on a 7-point scale ranging from “Not at all” (1) 
to “Very” (7), and later averaged into a single reactance index (α =
0.846). Means, standard deviations, and zero-order correlations among 
the main variables are reported in Table 1 (lower pane). 

6.1.3.5. Other variables. As in Study 1, participants’ gender, age, edu
cation level, and profession were recorded. The ethicality of spreading 
fake news and behavioural intentions towards them were measured as 
well. Explorative analyses on these variables are reported in the Sup
plementary Materials. 

6.2. Results and discussion 

6.2.1. Headline plausibility 
We first analysed participants’ plausibility judgements in a multiple 

regression model with two dummy variables representing the counter
factual message condition and the prebunking message condition as the 
main predictors. The conspiracy mentality and the two interaction terms 
with the counterfactual and prebunking message conditions were 
entered in the model to test for the expected moderation effect. The 
analysis showed no main effects of the two experimental conditions, 
namely the counterfactual message, B = − 0.10, SE = 0.14; t(488) =
1.46, p = .146, 95% CI [− 0.46; 0.07], and the prebunking message 
condition, B = − 0.08, SE = 0.14; t(488) = 0.56, p = .577, 95% CI 
[− 0.34; 0.19], whereas a main effect of conspiracy mentality was found, 
B = 0.20, SE = 0.07; t(488) = 2.82, p = .005, 95% CI [0.06; 0.35], 
replicating the positive association between conspiracy mentality and 
plausibility attribution to the headline found in Study 1. We then found a 
significant interaction effect between the counterfactual message 

condition and conspiracy mentality, B = − 0.21, SE = 0.11; t(488) =
2.05, p = .041, 95% CI [− 0.43; − 0.01], again replicating what we found 
in Study 1. In particular, simple comparisons revealed that among par
ticipants with high conspiracy mentality exposure to a counterfactual 
message significantly reduced the headline plausibility as compared to 
the other two conditions, Bhigh = − 0.47, SE = 0.19; t(488) = 2.54, p =
.011, 95% CI [− 0.84; − 0.11], whereas this was not the case among 
participants with low conspiracy mentality, Blow = 0.08, SE = 0.20; t 
(488) = 0.40, p = .689, 95% CI [− 0.31; 0.46] (Fig. 3). The interaction 
effect with the prebunking message condition was not significant, B =
− 0.06, SE = 0.11; t(488) = 0.59, p = .556, 95% CI [− 0.27; 0.14], 
omnibus moderation effect ΔR2 = 0.009, p = .115. This results therefore 
corroborated our H1a regarding the differential effects of the two types 
of messages on participants with higher conspiracy mentality, and our 
H1b regarding the relative similarity of the effects in the case of par
ticipants with lower conspiracy mentality. 

6.2.2. Headline veridicality 
As in Study 1, participants in the three experimental conditions did 

not differ in their evaluation of the target headline veridicality, χ2(4, N 
= 494) = 2.65, p = .618. The same logistic regression model tested in 
Study 1 was ran in this case. The analysis showed no main effects of the 
two experimental conditions, namely the counterfactual message, B =
− 0.01, SE = 0.26; Z(488) = 0.04, p = .967, 95% CI [− 0.50; 0.52], and 
the prebunking message condition, B = − 0.20, SE = 0.27; Z(488) =
0.77, p = .440, 95% CI [− 0.74; 0.32]. Furthermore, neither conspiracy 
mentality, nor its interactions with the experimental conditions, had 
significant effect on participants’ recognition of the fake headline, Bs <
0.11, ps > 0.633, thus not supporting our H2. 

6.2.3. Reactance 
This analysis was limited to participants in the two experimental 

conditions, excluding those in the control condition who did not answer 
the items regarding the prebunking message. The goal of this analysis 
was to test whether participants’ reaction to the counterfactual pre
bunking message would differ from their reaction to the simple pre
bunking message. 

In a regression model, with reactance as the dependent variable, we 
found a significant and strong effect of the experimental condition, B =
0.80, SE = 0.12; t(326) = 6.99, p < .001, 95% CI [0.58; 1.03], indicating 

Fig. 3. Headline Plausibility as a Function of Experimental Condition and Participants’ Conspiracy Mentality (Study 2).  
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that participants in the counterfactual message condition showed 
significantly less reactance (M = 2.26, SD = 1.34) than participants in 
the simple prebunking message condition (M = 3.01, SD = 0.86). No 
significant effect of conspiracy mentality emerged, B = − 0.01, SE =
0.15; t(326) = 0.09, p = .926, 95% CI [− 0.31; 0.28], but the predicted 
interaction effect was found, B = 0.24, SE = 0.09; t(326) = 2.49, p =
.013, 95% CI [0.05; 0.42], showing that the difference between the two 
conditions was greater at higher levels (+1 SD above the mean) of 
conspiracy mentality, Bhigh = 1.08, SE = 0.16; t(326) = 6.71, p < .001, 
95% CI [0.77; 1.41], as per our H3a, than at lower levels of conspiracy 
mentality (− 1 SD), Blow = 0.52, SE = 0.16; t(326) = 3.17, p = .002, 95% 
CI [0.20; 0.84], as per our H3b. Overall, H3 was therefore corroborated. 

6.3. Discussion 

In sum, findings from Study 2 confirmed that the counterfactual 
message was successful in reducing the plausibility (but not the veridi
cality) attributed to the headline among participants with higher levels 
of conspiracy mentality, and further showed that this was not the case 
with the simple prebunking message, thus indicating a relative advan
tage of our approach compared to the more straightforward forewarning 
used in other studies in the past. Furthermore, we found that the 
counterfactual message induced comparatively less reactance than the 
simple prebunking message (again, particularly among participants with 
a high level of conspiracy mentality), confirming the suitability of this 
strategy to deal with sensitive topics, and suspicious, ill-disposed 
audiences. 

7. General discussion 

In the present research, we tested for the first time whether exposure 
to counterfactual messages regarding COVID-19 treatments can be used 
as a prebunking strategy to contrast fake news on the same issue. Results 
showed that individuals with a high conspiracy mentality are less likely 
to find plausible a fake headline when they are pre-emptively exposed to 
counterfactual messages proposing claims on the same issue as “What 
if…” scenarios. These participants also showed less reactance towards 
prebunking messages than when they were exposed to more direct 
forewarning. 

Our findings are consistent with past research indicating that coun
terfactual thinking can promote critical and analytical thinking (Mark
man, Lindberg, Kray, & Galinsky, 2007) and problem solving (Roese & 
Epstude, 2017). The mere exposure to a counterfactual message primed 
individuals with relatively high levels of conspiracy mentality to make 
more cautious evaluations of the headline stimulus’ plausibility (and, to 
some extent, veridicality). The selective effect on individuals with a high 
conspiracy mentality (i.e. with a tendency to distrust authorities, raise 
doubts about official and mainstream narratives, and attribute events to 
obscure and hidden agents; Bruder et al., 2013) might depend on their 
disposition to entertain counterfactual thoughts that question the reality 
of events and seek new potential explanations for them (Lewandowsky 
et al., 2015; Moscovici, 2020). So, in a certain sense, a counterfactual- 
based intervention to counter misinformation can be seen as an 
attempt to meet these people halfway down the “rabbit hole” (Uscinski, 
2018), and engage in a type of speculation they are familiar with and 
willing to accept. 

Our findings also indicate that counterfactual prebunking may pro
vide an indirect approach to countering misinformation that may be 
useful with individuals impervious to other more direct strategies. 
Several studies have now established that conspiracy theories and 
misinformation serve multiple purposes for individuals (Douglas et al., 
2019; Douglas, Sutton, & Cichocka, 2017), particularly when they deal 
with issues with strong personal relevance and central to one’s social 
and political identity. Existential and social motives, in addition to 
epistemic ones, may cause considerable resistance when someone at
tempts to deny or correct misinformation (Ecker et al., 2022). Instead of 

directly targeting the veridicality, accuracy, and reliability of misinfor
mation content, a counterfactual intervention frames such content as an 
hypothesis one can freely take in consideration before coming to a 
definitive conclusion. Such approach therefore provides a sort of middle 
ground that prevents individuals, and particularly those with a tendency 
to engage in conspiracist ideation, from closing out from attempts to 
change their mind. This finding is in line with past research on the 
persuasive properties of counterfactual communication, which have 
been previously investigated in other contexts (Bertolotti & Catellani, 
2018; Catellani et al., 2021; Tal-Or et al., 2004; Wong, 2010). This 
makes our proposed strategy a promising tool to treat the problem 
exactly in the cases where it seems most difficult to deal with, as con
spiracist individuals are also most likely to react negatively to other 
forms of interventions such as debunking or fact-checking. 

Our research has some relevant limitations that future research 
might address, by further developing the experimental paradigm we 
employed, and by extending it to other domains of online communica
tion. First of all, we found small effects (needing further replications 
with larger samples), which suggests that these specific counterfactual 
prebunking interventions may have only limited effectiveness. Our 
manipulation consisted in a short text introducing the issue of COVID-19 
treatments, and either anticipating misinformation in a hypothetical 
format (i.e., “Many think that if…, then…”) or prompting participants to 
generate similar thoughts themselves. By doing so, participants inevi
tably acquired some additional (albeit minimal) information compared 
to participants in the control condition, who were exposed directly to 
the headlines. Furthermore, the task was quite different from what social 
media users and online news consumers encounter in their daily 
browsing. Future research could therefore refine these manipulations, 
embedding them in a more realistic content (e.g., social media posts, or 
comments by other users) to improve their ecologic validity. On a 
similar note, participants in our studies were told that the headlines they 
were evaluating had a 50% chance of being fake news. This was done to 
make them doubt about the stimuli they were exposed to (so to avoid 
them taking the headline for true or fake with 100% certainty) and for 
ethical reasons (as presenting fabricated headlines as legitimate would 
have required an extensive and in-depth debriefing that was not possible 
in an online study). Such set up, which was present also in the control 
conditions of the two studies, might have partially obscured the 
comparative effectiveness of the prebunking interventions tested in 
Studies 1 & 2, as all participants had a reason to suspect that the 
headlines may have not been true. As for the content of the stimuli, we 
investigated the case of misinformation on COVID-19 treatments, as it 
was an issue that most participants would be aware of and probably 
quite interested in. The fake news headline furthermore made a hopeful, 
positive claim (i.e., that research on plants resulted in a cure for the 
disease), which we expected to attract participants’ attention and 
motivate them to believe in it, as positive affect is often associated with 
heuristic and intuitive thinking (Bertolotti & Catellani, 2021; Forgas, 
1995; Greifeneder, Bless, & Pham, 2011). Future research should 
explore the cognitive mechanisms underlying the effects we observed, 
measuring the extent to which participants effectively engage in coun
terfactual thinking after reading a counterfactual message, and testing 
different boundary conditions, e.g., manipulating the topic of misin
formation, the subjective relevance and valence of its claims, the emo
tions they evoke (Martel, Pennycook, & Rand, 2020), and the role of 
conflict and partisanship (Osmundsen, Bor, Vahlstrup, Bechmann, & 
Bang Petersen, 2021; Vosoughi, Roy, & Aral, 2018). 

To conclude, we explored for the first time the potential of coun
terfactual communication and counterfactual thinking as a strategy to 
pre-emptively contrast misinformation. Results indicate that this 
approach might be useful particularly to target individuals who are 
more prone to believing in such type of content, such as those with a 
conspiracy mentality. If applied to actual real-world scenarios, the 
approach we propose could contribute to clearing our informational 
environment from the fake news and misinformation that have plagued 
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it in recent years, not by chasing false claims and censoring them, but by 
providing users with a practical and mindful way of navigating the news. 
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